1. Introduction

In recent years, project scheduling has attracted growing attention from both the fields of theory and practice. Applications of project scheduling can be found in construction engineering, aircraft landing, co-ordination navigation and so on. Project scheduling problems consist of resources, activities, performance measures and precedence constraints [2]. The problems are known as resource-constrained project scheduling problems (rc-PSP) when the capacity of resources is limited. The activities of a project in the rc-PSP must be scheduled to some objectives, meanwhile subject to precedence relations of all activities and the limited resource availabilities. There have been numerous project optimization scheduling models in project management theory, commonly referred to rc-PSP, which have been reviewed by Brucker et al. [1], Demeulemeester and Herroelen [3], Kolisch and Padman [4].

In many practical projects, such as in the process of construction, it is possible to perform the individual activities in alternative ways (modes). For example, considering two modes of the activity “Drilled drain hole” that belongs to the project “Drilling Grouting”. If the activity is performed in the first mode, three thousands skilled workers and one thousand unskilled ones are needed, and the processing time equals to 34 months. If it is performed in the second mode, only two thousands skilled workers are needed, but its duration equals to 37 months. The modes in rc-PSP differ in processing time, time lags to other activities, and resource requirements [5]. Therefore, as a generalization of the rc-PSP, resource-constrained project scheduling problems with multi-mode (rc-PSP/mM) aims at finding the order of activities (the start time of each activity) and the execution modes for all activities in a project while verifying a set of resource constraints. Following the research of Drexl and Grunewald [6], Herroelen et al. [7] studied generalized precedence relations, then Heilmann [8] considered a branch-and-bound procedure with minimum and maximum time lags, and Mika et al. [9] used simulated annealing and taboo search with positive discounted cash flows and different payment models. Subsequently, in 2006, Buddhakulsomsiri and Kim [10] proposed a priority rule-based heuristic succeed priority with resource vacations and activity splitting. Lorenzoni et al. [11] discussed the problem of attending ships within agreed upon time limits at a port under the condition of the “first come, first served” order. In 2008, He and Xu [12] studied multi-mode project payment scheduling problems with bonus-penalty structure. Currently, deeper research in rc-PSP/mM is being addressed.
by a number of researchers, such as [13, 14]. In this study, motivated by the practical application in Drilling Grouting Project of Longtan Dam, we first propose a bi-random multiple objective decision making model to resolve rc-PSP/mM in this large-scale water conservancy and hydropower construction project.

In practice, however, uncertainty is still unavoidable in rc-PSP/mM because of the vague variables, such as processing time, sufficient quantities of resources, the due date of the project, the maximum-limited resources, and so on [15-19]. In above literatures, the uncertainty is traditionally assumed to be random. Random variables, however, are sometimes not able to cope with the complicated situation in rc-PSP/mM to obtain more suitable scheduling. For instance, the quantity of “∅ 25 type grouting steel pipe” is a random variable at the first place, but it may change in the construction period because steel pipe's price is too high. To deal with this change, the mean of the quantity is also a random variable, which means that the quantity of “∅ 25 type grouting steel pipe” is a random variable taking a random parameter. In this case, a bi-random variable, which first proposed by Peng and Liu [20] in 2007, can be a useful tool for this hybrid uncertainty. So far, no attempt has been made in considering the quantity of resources as a bi-random variable in a practical large-scale water conservancy and hydropower construction project. Hence, it is a strong motivation and justification for this study.

The remainder of the paper is organized as follows. The problem statement of Drilling Grouting Project in Longtan Hydropower Station is presented in Section 2. Subsequently, a multiple objective decision making model with bi-random coefficients is proposed for this practical project scheduling problem in section 3, including the explanation of motivation and justification for employing bi-random variables. In section 4, an equivalent crisp model is obtained by bi-random chance constrained operator. Then, particle swarm optimization (PSO) algorithm is utilized to resolve the practical rc-PSP/mM in section 5. The effectiveness of the proposed model and algorithm is proven by the practical application in section 6. Concluding remarks are made in section 7, along with discussion about further research.

2. Problem statement

The problem considered in this paper is from the project of Longtan Hydropower Station, which is a large-scale water conservancy and hydropower construction project in the southwest region of China. The Longtan hydropower station, which locates in Tian'e County of Guangxi Zhuang Autonomous Region, is one of ten major indicative projects of the national strategies of the Great Western Development in China. The primary mission of the project is flood control and navigation. Both the level and scale of Longtan Hydropower Station are I, and the layout is as follows: roller compacted concrete gravity dam, flood building with seven outlets and two bottom outlets are arranged in the river bed, and power capacity of stream systems with nine installations are in the left bank. Navigation structures are arranged in right bank, and 2-stage vertical ship lift is used for navigation (see Fig. 1). The project is designed at 400 m in accordance with the normal pool level, and the installed plant capacity is 5400 MW. Tunnel diversion is applied in river diversion during construction, and two diversion openings are arranged in left bank and right bank, respectively. The standard of diversion is ten-years flood, and the corresponding flow is 27134 m³/s.

In the whole project, GD Electric Power Design Institute is in charge of the exploration, design, project scheduling for Drilling Grouting Project. Before planning overall progress in the preparation, GD completes the preliminary design. The project is composed by a series of interrelated activities with different modes. Each mode is characterized by a certain known processing time and uncertain resource requirements. In the preliminary design report, duration of the Drilling Grouting Project is 5 years and 8 months (68 months). Experts recommend that both the design of construction organization and construction progress are feasible. However, in view of the current large-scale emergence of the national electricity supply and demand tension, we still need to shorten the duration for power generation. In this situation, three objectives---duration, cost and quality are taken into account synchronously. Therefore, GD electric power design institute plan to design a model of rc-PSP/mM to determine not only the overall duration of the project, but also the cost and quality of the project.

3. Mathematical model

In this section, before presenting the mathematical formulation model for rc-PSP/mM in Drilling Grouting Project of Longtan Dam, we explain the motivation and justification for employing bi-random variables in a practical rc-PSP/mM model first. Subsequently, assumptions and notations are presented in turn.

3.1 Motivation and justification for employing bi-random variables in the Drilling Grouting Project

To cope with the hybrid uncertainty in rc-PSP/mM, we employ the bi-random variables in this study. Actually, the bi-random variable has been successfully applied in many areas, such as flow shop scheduling problem [21], portfolio selection [22], vendor selection [23], navigation coordinated scheduling [24], etc. These studies show the efficiency of the bi-random
variables in dealing with a hybrid uncertain environment where twofold randomness exists.

As we know, it is hard to describe random parameters as crisp ones in a practical construction project. For instance, in the Drilling Grouting Project, \( \emptyset \) 25 type grouting steel pipe is one of resources in activity “Embedded \( \emptyset \) 25 type grouting steel pipe”, and its quantity is a random variable at the first place, i.e., \( \tilde{r} \sim N(14200,1) \) (unit: ton). However, at present, the quantity may be changed in the construction period because the price of steel is too high and it is supposed to be a random variable in the international futures market. In this situation, in order to reduce the cost, the project managers also hope that this reduction can be modified following the steel's price that is a random variable in the international futures market. Hence, managers revise the mean of the quantity of “\( \emptyset \) 25 type grouting steel pipe” to a random variable, i.e., \( \tilde{r} \sim N(\mu,1) \) with \( \mu \sim N(14075,0.64) \). It means that the quantity of “\( \emptyset \) 25 type grouting steel pipe” is a random variable taking a random parameter, i.e, a bi-random variable (see Fig. 2 and Fig. 3).

In fact, there are additional uncertainties in rc-PSP/mM, such as the complexity of construction environment, treacherous weather, equipment failure, and so on. Therefore, the managers of Drilling Grouting Project would like to employ the bi-random variable to cope with the hybrid uncertainty and obtain more feasible schedule.

3.2 Assumptions

Re-PSP/mM in this study could be stated as follows. A single project consists of \( i=0,1,\ldots,e,\ldots,I+1 \) activities with the resource constraints and the precedence constraints. Activities 0 and \( I+1 \) are dummies, they have no duration and just represent the initial and final activity, \( p_0=p_{I+1}=0 \), where \( p \) represents the duration. Meanwhile, define the modes of activities 0 and \( I+1 \) are both 1 (i.e., \( m_0=m_{I+1}=1 \)) where \( m_0 \) and \( m_{I+1} \) represent the executed modes of activities 0 and \( I+1 \). Resources involved in a project can be renewable (i.e., recoverable after serving an activity, such as equipment and manpower) or nonrenewable (i.e., limited in amount over project process and not recoverable, such as money and materials). There is a set of renewable and nonrenewable resources \( k=\{1,2,\ldots,K\} \) and \( n=\{1,2,\ldots,N\} \) in rc-PSP/mM, respectively. No activity may be started before all its predecessors are finished, and each activity can be executed in one of \( m_i \) possible modes. Each activity-mode combination has a fixed duration and requires one or more types of renewable and nonrenewable resources.

To model the rc-PSP of Drilling Grouting Project in Longtan Dam with the twofold random environment in this paper, assumptions are as follows:

1. A single project consists of a number of activities with several execution modes;
2. The start time of each activity is dependent upon the completion of some other activities (precedence constraints of activities);
3. Activities cannot be interrupted, and each activity must be performed just in one mode;
4. Mode switching is not allowed;
5. Resources are available in certain limited quantities, and the consumption of each resource is a bi-random variable;
6. The objectives are to minimize the duration of the whole project, minimize the total tardiness penalty and maximize the quality of the project.

3.3 Modeling

In order to formulate the model, indices, variables, certain parameters, bi-random coefficients, and the decision variable are introduced in Appendix A. Based on the assumptions and notations, we will propose the rc-PSP/mM model with bi-random coefficients for Drilling Grouting Project of Longtan Dam as follows:

![Fig. 3 Employing a bi-random variable to express the quantity of “\( \emptyset \) 25 type grouting steel pipe”](image)

![Fig. 2 Flowchart of the reason for the quantity of “\( \emptyset \) 25 type grouting steel pipe” as a bi-random variable](image)
Objective functions

The first objective is to minimize the project duration $T$. In this paper, we use the finish time of the last activity in the project, considering its entire possible executed mode to describe it as:

$$T = \sum_{j=0}^{n-1} \sum_{i=0}^{e_{ij}} t_{ij} x_{ij}$$  \hspace{1cm} (1)

Furthermore, the second objective is to measure and minimize the total tardiness penalty.

Let $\sum_{k=0}^{n-1} \sum_{i=0}^{e_{ik}} x_{ik} t_{ik}$ be denoted as the actual finish time of activity $i$ and $t_{ik}$ be the expected finish time of activity $i$, thus:

$$C = \sum_{i=0}^{n-1} \alpha_{i} \left| q_{i}^{s} + \alpha_{i} (p_{i} - p_{i}^{s}) \right|$$  \hspace{1cm} (2)

where $\left| \cdot \right|$ let the value of $C$ be non-negative.

Finally, as one of the key objectives in construction project management, the quality of the project is the precondition of the duration and cost. Denote $\alpha_{i}$ as the slope of duration-quality, and $\alpha_{i} = \frac{q_{i}^{s} - q_{i}^{s}}{p_{i}^{s} - p_{i}^{s}}$. Thus, we obtain that $q_{i} = q_{i}^{s} + \alpha_{i} (p_{i} - p_{i}^{s})$. Then, the whole quality of the project, i.e., the third objective is stated in the following equation:

$$Q = \sum_{i=0}^{n-1} \alpha_{i} \left[ q_{i}^{s} + \alpha_{i} (p_{i} - p_{i}^{s}) \right]$$  \hspace{1cm} (3)

where $\sum_{i=0}^{n-1} \alpha_{i} = 1, \alpha_{i} > 0$.

Precedence constraint

The constraints of re-PSP/mM are divided into time constraints and resource constraints. Since a specific activity must be finished before changing to another activity, therefore successive activities must and only be scheduled after all the predecessors have been completed already. For ensuring that each activity will be completed within $\left[t_{ij}^{EF}, t_{ij}^{LF}\right]$, we use the relationship:

$$\sum_{j=0}^{n} \sum_{i=0}^{e_{ij}} t_{ij} x_{ij} + \sum_{j=0}^{n} \sum_{i=0}^{e_{ij}} p_{ij} x_{ij} \leq \sum_{j=0}^{n} \sum_{i=0}^{e_{ij}} t_{ij} x_{ij}$$  \hspace{1cm} (4)

where $i=0,1,\ldots,,I+1, e \in Prei$ (Prei is the set of immediate predecessors of activity $i$), $\sum_{j=0}^{n} \sum_{i=0}^{e_{ij}} t_{ij} x_{ij}$ is the actual finish time of all immediate predecessors $e$ of activity $i$, $\sum_{j=0}^{n} \sum_{i=0}^{e_{ij}} p_{ij} x_{ij}$ is the process time and $\sum_{j=0}^{n} \sum_{i=0}^{e_{ij}} t_{ij} x_{ij}$ is the actual finish time of activity $i$, respectively.

Resources constraint

It is also important to limit the total consumption of resources used by all activities. In re-PSP/mM, the amount of renewable resource $k$ used by all activities could not exceed its limited quantity $r_{k}^{M}$ during each period. Besides, the total resource consumption of nonrenewable resource $n$ also limit to the maximum available amount $r_{n}^{M}$. Thus, the constraints

$$\sum_{i=0}^{m} \sum_{j=0}^{n-1} x_{ij} r_{k}^{M}$$  \hspace{1cm} (5)

$$\sum_{i=0}^{m} \sum_{j=0}^{n-1} x_{ij} r_{n}^{M}$$  \hspace{1cm} (6)

can be employed, where $k=\{1,2,\ldots,K\}$, $n=\{1,2,\ldots,N\}$.

Maturity constraint

In order to schedule all activities in the project, the finish time of each activity must be in $\left[t_{ij}^{EF}, t_{ij}^{LF}\right]$. Therefore, we use the constraint

$$\sum_{j=0}^{n} \sum_{i=0}^{e_{ij}} x_{ij} = 1, i=0,1,\ldots,,I+1$$  \hspace{1cm} (7)

Logical constraint

For the practical sense, we employ following mathematical formulas for describing some non-negative variables and 0-1 variable in the model:

$$p_{ij}^{k Geoffrey} \geq p_{ij}^{k Geoffrey} \geq p_{ij}^{k Geoffrey} > 0$$

$$t_{ij}^{k Geoffrey} \geq 0, t_{ij}^{k Geoffrey} \geq 0$$

$$x_{ij} = 0 \ or \ 1$$  \hspace{1cm} (8)

where $i=0,1,\ldots,,I+1, j=1,2,\ldots,,m_{i}$.

From the discussions above, the bi-random rc-PSP/mM model for Drilling Grouting Construction Project in Longtan Dam can be stated as:

$$\begin{align*}
\text{min } T &= \sum_{j=0}^{n} \sum_{i=0}^{e_{ij}} t_{ij} x_{ij} \\
\text{min } C &= \sum_{i=0}^{n-1} \sum_{j=0}^{e_{ij}} \alpha_{i} \left| q_{i}^{s} + \alpha_{i} (p_{i} - p_{i}^{s}) \right| \\
\text{max } Q &= \sum_{i=0}^{n-1} \alpha_{i} \left[ q_{i}^{s} + \alpha_{i} (p_{i} - p_{i}^{s}) \right] \\
\text{s.t. } &\sum_{j=0}^{n} \sum_{i=0}^{e_{ij}} t_{ij} x_{ij} + \sum_{j=0}^{n} \sum_{i=0}^{e_{ij}} p_{ij} x_{ij} \leq \sum_{j=0}^{n} \sum_{i=0}^{e_{ij}} t_{ij} x_{ij} \\
&\sum_{j=0}^{n} \sum_{i=0}^{e_{ij}} x_{ij} = 1 \\
&p_{ij}^{k Geoffrey} \geq p_{ij}^{k Geoffrey} \geq p_{ij}^{k Geoffrey} > 0 \\
&t_{ij}^{k Geoffrey} \geq 0, t_{ij}^{k Geoffrey} \geq 0 \\
&x_{ij} = 0 \ or \ 1 \\
\end{align*}$$  \hspace{1cm} (P1)

where $i=0,1,\ldots,,I+1, j=1,2,\ldots,,m_{i}, k=\{1,2,\ldots,K\}$ and $n=\{1,2,\ldots,N\}$.

In order to solve model (P1) with bi-random constrains, we discuss the equivalent crisp model in the next section.
4. Equivalent crisp model

In this paper, we consider the bi-random variable defined by Peng and Liu [20]. For understanding the following text better, the basic properties of bi-random variables are reviewed first.

**Definition 1** [20] A bi-random variable \( \xi \) is a mapping from a probability space \((\Omega, A, Pr)\) to a collection of random variables \(S\) such that for any Borel subset \(B\) of the real line \(R\), the induced function \(Pr(\xi(\omega) \in B)\) is a measurable function with respect to \(\omega\), see Fig. 4 [25].

Definition 1 suggests that the bi-random variable is a measurable function from a probability space to a collection of random variables. Roughly speaking, therefore, a bi-random variable is a random variable taking random values. In exceptional circumstance, if \(\Omega\) consists of a single element or \(S\) is a collection of real numbers, then the bi-random variable degenerates to a random variable.

**Example 1.** [25] Let \(\Omega=\{\omega_1, \omega_2, \ldots, \omega_n\}\), and \(\{\omega_i\}=Pr\{\omega_i\}=Pr\{\omega_i\}=1/n\). Assume that \(\xi\) is a function on \((\Omega, A, Pr)\) as follows,

\[
\xi(\omega) = \begin{cases} 
\xi_1, & \text{if } \omega=\omega_1 \\
\xi_2, & \text{if } \omega=\omega_2 \\
\vdots & \\
\xi_n, & \text{if } \omega=\omega_n 
\end{cases}
\]

where \(\xi_1\) is a random variable uniformly distributed on \([0,1]\), \(\xi_2\) is a normally distributed random variable with mean 1 and standard variance 0.5, and \(\xi_3, \ldots, \xi_n\) are standard normally distributed random variables with mean 0 and standard variance 1, i.e., \(\xi_1 \sim U(0,1)\), \(\xi_2 \sim N(1,0.5)\) and \(\xi_3, \ldots, \xi_n \sim N(1,0.5)\). According to Definition 1, \(\xi\) is clearly a bi-random variable (see Fig. 5).

**Example 2.** [26] Assume that \(\xi \sim U(\tilde{a}(\omega), \tilde{b}(\omega))\) \(\forall \omega \in \Omega\). \(\tilde{a}(\omega)\) and \(\tilde{b}(\omega)\) are random variables in \((\Omega, A, Pr)\) and \(\tilde{a}(\omega) \sim N(1,1)\) and \(\tilde{b}(\omega) \sim U(1,3)\), respectively. Then, \(\xi\) is a bi-random variable (see Fig. 6).

**Definition 2** [27] Let \( \xi_i \) be a bi-random variable defined in \((\Omega, A, Pr), i=1,2,\ldots,n\) respectively, and then \( \xi=(\xi_1, \xi_2, \ldots, \xi_n)\) is a bi-random vector.

**Lemma 1** [27] Let \( \zeta \) be a bi-random vector, and \( f \) be a Borel measurable function from \(R^m\) to \(R\), and then \( f(\zeta)\) is a bi-random variable.

Due to the existence of bi-random parameters, we usually cannot find a precise decision for complicated real-life problems. However, the chance-constraint operator of the bi-random variable can be employed to obtain the equivalent crisp model. Chance-constrained programming (CCP), proposed by Charnes and Cooper [28] in 1959, is a means of dealing with randomness by specifying a confidence level at which the stochastic constraints hold. Based on CCP, Peng and Liu defined the primitive chance of bi-random event as follows.

**Definition 3** [20] Let \( \xi=(\xi_1, \xi_2, \ldots, \xi_n) \) be a bi-random vector on \((\Omega, A, Pr)\), and \( R^n \rightarrow R^m \) be a vector-valued Borel measurable function. Then the primitive chance of bi-random event characterized by \( f(\xi) \leq 0 \) is a function from \([0,1]\) to \([0,1]\), defined as

\[
Ch\{f(\xi) \leq 0\} = \sup \{\beta | Pr\{\omega | \omega \in \Omega : f(\xi(\omega)) \leq \beta \} \geq \alpha\}. \tag{9}
\]

where \(\alpha, \beta \in [0,1]\) are prescribed probability levels, and \(Pr(\cdot)\) is the probability of a random event.

Remark 1. The primitive chance represents the bi-random event holds with probability \(\beta\) at probability \(\alpha\).

Thus, by Definition 3, the chance constraints of (5) and (6) in (P1) are as follows:

\[
Ch\{\sum_{i} \sum_{j} \sum_{\alpha} \sum_{\gamma} \sum_{\eta} \alpha, \eta < \gamma \} \geq \gamma \} \geq \beta \} \geq \alpha\} \tag{10}
\]

\[
Ch\{\sum_{i} \sum_{j} \sum_{\alpha} \sum_{\gamma} \sum_{\eta} \alpha, \eta \leq \gamma \} \leq \gamma \} \geq \beta \} \geq \alpha\} \tag{11}
\]
where \( \zeta, \eta, \xi, \rho \in [0, 1] \) are prescribed probability levels.

Theorem 1. Let \( \tilde{\eta}_{1:n} \sim N(\mu_{1:n}, \sigma^2_{1:n}) \) with \( \mu_{1:n} \sim N(\mu, \sigma^2) \) and

\[
\tilde{\nu}_{1:n} \sim N(\mu_{1:n}, \sigma^2_{1:n}) \text{ with } \mu_{1:n} \sim N(\mu', \sigma^2')
\]

Then

\[
\Pr\left( \omega \in \Omega \mid \Pr\left( \sum_{i=1}^{n} x_{i} \geq \lambda_{i}, \sum_{i=1}^{n} x_{i} \geq \mu_{i} \right) \geq \eta \right) \geq \varepsilon
\]

(12)

\[
\Rightarrow \Phi^{-1}(\eta) \sum_{i=1}^{n} \sigma_{i} x_{i} \geq \sum_{i=1}^{n} \lambda_{i} - \mu_{i}
\]

\[
\Rightarrow \Phi^{-1}(1-\varepsilon) \sum_{i=1}^{n} \sigma_{i} x_{i} \geq \sum_{i=1}^{n} \lambda_{i} - \mu_{i}
\]

and

\[
\Pr\left( \omega \in \Omega \mid \Pr\left( \sum_{i=1}^{n} x_{i} \geq \lambda_{i}, \sum_{i=1}^{n} x_{i} \geq \mu_{i} \right) \geq \rho \right) \geq \varepsilon
\]

(13)

Proof. See Appendix B.

Thus, by the chance constraint operator of bi-random variable, we transform the model (P1) into a deterministic one. In addition, the weighted value \( \lambda_{i}, \mu_{i}, \lambda_{m} \), which reflect the importance of the overall project considering the three objective functions based on experiential value, have been given by the decision makers in a preliminary design report. Now, we get model (P2).

\[
\min \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij} x_{ij} + \lambda_{i} \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij} x_{ij} - \mu_{i} \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij} x_{ij} - \zeta \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij} x_{ij} - \xi \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij} x_{ij} - \rho \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij} x_{ij} + \zeta \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij} x_{ij} + \xi \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij} x_{ij} + \rho \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij} x_{ij}
\]

(14)

\[
p_{d}^{i}(t+1) = p_{d}^{i}(t) + \alpha_{1} \sum_{d=1}^{D} p_{d}^{i}(t) - p_{d}^{i}(t) + c_{2} \sum_{d=1}^{D} g_{d}^{i}(t) - p_{d}^{i}(t)
\]

(15)

where \( v_{d}^{i}(t) \) is the velocity of \( i \) particle at the \( d \) th dimension in the \( t \) iteration. \( p_{d}^{i}(t) \) is an inertia weight, \( l \) is the position of particle at the \( d \) th dimension, \( r_{1} \) and \( r_{2} \) are random numbers in the range \([0,1]\), \( c_{1} \) and \( c_{2} \) are personal and global best position acceleration constant respectively, meanwhile, \( g_{d}^{i}(t) \) personal best position of \( i \) particle at the \( d \) th dimension and \( g_{d}^{i}(t) \) is global best position at the \( d \) th dimension.

5.1 Notations

The notations in PSO are shown in Appendix C.

5.2 Framework of PSO for rc-PSP/mM

Now, we will present the framework of PSO to solve rc-PSP/mM in Drilling Grouting Project as below:

Step 1. Initialize particles. Set iteration \( t = 1 \). for \( i = 1,2,\ldots,L \), generate the position of the \( t \) th particle for the \( i \) th activity with integer random position

\[
p_{d}^{i}(0) = \left[ p_{d_{1}}^{i}(0), p_{d_{2}}^{i}(0), \ldots, p_{d_{1}}^{i}(0), p_{d_{2}}^{i}(0), \ldots, p_{d_{1}}^{i}(0), p_{d_{2}}^{i}(0), \ldots, p_{d_{1}}^{i}(0) \right]
\]

and the value is 0 or 1. In addition,

\[
V_{d}^{i}(0) = \left[ V_{d_{1}}^{i}(0), V_{d_{2}}^{i}(0), \ldots, V_{d_{1}}^{i}(0), V_{d_{2}}^{i}(0), \ldots, V_{d_{1}}^{i}(0) \right]
\]

Step 2. Check the feasibility of solutions. For \( i = 1,2,\ldots,L \), if the feasibility criterion is met by all particles, i.e., all particles
satisfied the constraints of the model \((P2)\). Then, the particles are feasible.

Remark 2: The nonrenewable resource constraints,
\[
\Phi^{-1}(\rho) \sum_{i=1}^{m} \sum_{p=1}^{n} \sigma_{ip}^r \sum_{j=1}^{n_{ij}} \alpha_{ijp}^r (x_{ijp}^r)^2 + \Phi^{-1}(1-\epsilon) \sum_{i=1}^{m} \sum_{p=1}^{n} \sigma_{ip}^y \sum_{j=1}^{n_{ij}} \alpha_{ijp}^y (x_{ijp}^y)^2 + \sum_{i=1}^{m} \alpha_i^r \sum_{p=1}^{n_{ip}} \mu_{ip}^r (x_{ip}^r)^2 \geq t_{ip}^r
\]
may be infeasible. After serving some activities, the requirement of nonrenewable resources would be greater than the total quantities. Therefore, it is necessary to check and adjust of particle-represented solutions to avoid nonrenewable resource infeasibility.

Step 2.1 Let \(Inf\) denote the infeasibility of nonrenewable resources, according to the particle-represented in the \(l\) th particle, compute
\[
Inf = \begin{cases} 
1, & \Phi^{-1}(\rho) \sum_{i=1}^{m} \sum_{p=1}^{n} \sigma_{ip}^r \sum_{j=1}^{n_{ij}} \alpha_{ijp}^r (x_{ijp}^r)^2 + \Phi^{-1}(1-\epsilon) \sum_{i=1}^{m} \sum_{p=1}^{n} \sigma_{ip}^y \sum_{j=1}^{n_{ij}} \alpha_{ijp}^y (x_{ijp}^y)^2 + \sum_{i=1}^{m} \alpha_i^r \sum_{p=1}^{n_{ip}} \mu_{ip}^r (x_{ip}^r)^2 - t_{ip}^r \leq 0 \\
0, & \text{otherwise}
\end{cases}
\]

Step 2.2 If \(Inf = 0\) for all nonrenewable resources, go to step 2.6. Otherwise, go to step 2.3.

Step 2.3 Select an activity \(i\) with multiple execution modes, i.e. \(m_i > 1\).

Step 2.4 Select a new mode \(j' \neq j(t)\) and within 1,2,...,\(m_i\) for activity \(i\) randomly, then compute \(Inf'\) again.

Step 2.5 If \(Inf = 0\), replace \(j'\) with \(j\) and then go to step 2.6. Otherwise, repeat step 2.4 until all modes of activity \(i\) have been iterated.

Step 2.6 Stop. The procedure is presented in Fig. 7.

Step 3. Evaluate each particle. The fitness value used to evaluate the particle is the objective function of \((P2)\),

\[
Fitness(P_i^r(t)) = \lambda_i \sum_{j=1}^{n_{ij}} \sum_{p=1}^{n_{ijp}} \alpha_{ijp}^r (x_{ijp}^r)^2 + \lambda_y \sum_{j=1}^{n_{ij}} \sum_{p=1}^{n_{ip}} \sum_{j=1}^{n_{ijp}} \mu_{ip}^y (x_{ip}^y)^2 - t_i^r
\]

Thus, for \(l = 1,2,...,L\), compute the personal performance measurement by the fitness value, and identify the personal best of each particle and the global best in the swarm.

Step 4. Update the particles. If the maximum number of cycles has not been reached, then:

Step 4.1 Update the velocity of particles. Compute the speed of each particle using the following formula:

\[
v_{ij}^{r}(t) = \alpha(t) v_{ij}^r(t) + c_1 \rho_1^{\text{exc}}(t) - p_{ij}^{r}(t) + c_2 \rho_2^{\text{exc}}(t) - p_{ij}^{r}(t)
\]

where the inertia weight \(\alpha(t) = \alpha(0) + \frac{1 - \alpha(0)}{1 - \tau} t\) \([43]\).

Step 4.2 Update the positions of particles. Adding the speed produced from the previous step, compute the new positions of the particles

\[
p_{ij}^{r}(t) = p_{ij}^{r}(t) + v_{ij}^{r}(t + 1)
\]

Step 5. Decode particles into solutions. For \(l = 1,2,...,L\), decode \(P_i^r(t)\) to a solution as:

\[
X_{ij}(t) = p_{ij}^{r}(t)
\]

If \(p_{ij}^{r}(t) = 1\), then the \(j\) th activity, which is executed by mode \(j\) th, will start at \(t_i^{\text{eff}} + t_{j, \text{order}} + t_{j, \text{order}} \in [0,1,\ldots,t_i^{\text{eff}}, t_{j, \text{order}}]\).

Mapping between one potential solution of rc-PSP/mM and particle representation is shown in Fig. 8.


Based on above, we can get the framework of PSO for rc-PSP/mM in Fig. 9.

---

**Fig. 7** Procedure of checking and adjusting nonrenewable resource constraints

**Fig. 8** Decoding method and mapping between PSO particles and solutions to \((P2)\)
6. A case study

In this section, we perform the practical application of Drilling Grouting Construction Project in the Longtan Dam. At present, there are 13 activities in the Drilling Grouting Project:

- A1: Backfill grouting
- A2: Closure grouting
- A3: Embedded ∅ 25 type grouting steel pipe
- A4: Contact grouting
- A5: Embedded ∅ 50 type grouting PVC pipe
- A6: Consolidation grouting (including drilling)
- A7: Inclinometer hole drilling
- A8: Drilled drain hole (including flexible drain)
- A9: Rock multi-point bore-hole of deformation
- A10: Osmometer hole drilling
- A11: Bolt stress meters hole drilling
- A12: Underground water level observation hole drilling
- A13: Consolidation grouting check hole drilling and water pressure

Each activity has certain executed modes, the successors and the expected finish time according to the decision managers. Besides, there are three types of resources, i.e., manpower ($r_j$, renewable resources), equipment ($r_k$, renewable resources) and materials ($r_l$, nonrenewable resources) in this project scheduling problem.

The successors, detailed data of process time, resource consumption of each activity are shown in Fig. 10 in details (S and T are dummy activities). In addition, for calculating various kinds of resources expeditiously, we measure all the resources to the consumption amount and unify dimensionless units into a cash value (ten thousands CNY per unit).

6.1 Related data

Each activity has certain maximal multiple unit requirements of three different of resources, (Manpower, Equipment, Materials) = ($r_1^M$, $r_2^M$, $r_3^M$) = (750, 830, 75) (Units: ten thousands CNY). Besides, since more particles require more evaluation runs and leading to more optimization costs [44], we select 50 particles as the population size and 100 as the iteration number in this study. Hence, the parameters of problem are set as follows: Population size $L=50$, Iteration number $T=100$, Acceleration constant $c_1=2.0$ and $c_2=2.0$, Inertia weight $w(1)=0.9$ and $w(T)=0.1$, respectively. In addition, $\lambda_c=0.45$, $\lambda_r=0.20$, $\lambda_r=0.35$, $\eta=\zeta=\rho=\sigma=0.9$. Other main certain variables are given in Table 1, and the bi-random coefficients are given in Appendix D.

6.2 Results

In this practical application, we use Matlab 7.0 and Visual C++ language on an Inter Core I3 M370, 2.40 GHz, with 2048 MB memory, running Microsoft Windows 7. After re-run 10 times of PSO computer program, we obtain the project schedule of Longtan case in Fig. 11, and the detailed optimal results in Table 2, respectively.

Following the results, we can notice that the total duration is 5 years and 3 months (63 months). Compared with the initial design, we actually decrease 5 months from the total duration. In ensuring the quality of the project, total tardiness penalty is within an acceptable range (40.02 ten thousands CNY). The results are very satisfactory for the project decision managers.

6.3. Comparison analysis for the algorithm

To prove efficiency and effectiveness of the PSO for solving rc-PSP/mM, we compare PSO with genetic algorithm (GA) that is proved to solve rc-PSP/mM successfully [45-48]. Some parameters for the GA are selected as follows: population size is the same as for the PSO approach, i.e., $p_{size}=50$, the rate of crossover $p_c=0.6$, the rate of mutation $p_m=0.6$ and maximum generation $maxGen=100$, respectively. Fig. 12 depicts the computational results for the PSO and GA.

The run-time required by PSO and GA is given in Table 3. It presents minimum, mean, maximum run-time in...
Table 1 Main certain variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>A5</th>
<th>A6</th>
<th>A7</th>
<th>A8</th>
<th>A9</th>
<th>A10</th>
<th>A11</th>
<th>A12</th>
<th>A13</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_i$</td>
<td>0.115</td>
<td>0.115</td>
<td>0.115</td>
<td>0.086</td>
<td>0.058</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.048</td>
<td>0.044</td>
<td>0.044</td>
<td>0.044</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.58</td>
<td>0.60</td>
<td>0.60</td>
<td>0.56</td>
<td>0.45</td>
<td>0.30</td>
<td>0.39</td>
<td>0.41</td>
<td>0.40</td>
<td>0.25</td>
<td>0.23</td>
<td>0.20</td>
<td>0.22</td>
</tr>
<tr>
<td>$q^r_i$</td>
<td>2.31</td>
<td>2.31</td>
<td>2.31</td>
<td>2.31</td>
<td>1.73</td>
<td>1.15</td>
<td>1.44</td>
<td>1.44</td>
<td>1.44</td>
<td>0.96</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>$t_i^{FP}$</td>
<td>48</td>
<td>48</td>
<td>48</td>
<td>48</td>
<td>36</td>
<td>24</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>20</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>$c_i^{TP}$</td>
<td>5.25</td>
<td>5.13</td>
<td>5.09</td>
<td>4.27</td>
<td>2.83</td>
<td>3.32</td>
<td>3.60</td>
<td>3.45</td>
<td>2.46</td>
<td>2.32</td>
<td>2.89</td>
<td>3.69</td>
<td>2.28</td>
</tr>
</tbody>
</table>

7. Conclusions and future research

In this paper, we first proposed a multi-mode resource-constrained project scheduling model under a bi-random phenomenon for a practical Drilling Grouting Project in Longtan Large-Scale Water Conservancy and Hydropower Construction Project. In the proposed model, we considered three objectives—the overall duration of the project, the total tardiness penalty, and the quality of the project. The model employed the bi-random variables to characterize the hybrid

Table 2 Results of the Longtan case

<table>
<thead>
<tr>
<th>Activity</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>A5</th>
<th>A6</th>
<th>A7</th>
<th>A8</th>
<th>A9</th>
<th>A10</th>
<th>A11</th>
<th>A12</th>
<th>A13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Resource</td>
<td>Manpower: 721.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>consumptions</td>
<td>Equipment: 809.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project duration</td>
<td>63 months</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tardiness penalty</td>
<td>40.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality</td>
<td>2.59</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitness value</td>
<td>30.0412</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
uncertain environment where two-fold randomness exists. We first considered the bi-random phenomenon in a practical construction project, and this work was original. For handling bi-random variables, we employed the chance constraint operator to the constraints with bi-random coefficients. Subsequently, we applied particle swarm optimization (PSO) to resolve the rc-PSP/mM that was well known as a NP-hard problem.

One of the most important follow-up researches is the application of the proposed model and algorithm in this study to other practical construction projects in Longtan case. Besides, multi-mode multi-project resource-constrained scheduling problem should be concerned in the continued research because of its practical significance in large-scale practical problem. Another area for continued research should focus on the software development that was based on the proposed model and algorithm in this study. All of these areas are very important and worth of an equal concern.

Acknowledgement: This research was supported by the Key Program of NSFC (Grant No. 70831005) and the Fundamental Research Funds for the Central Universities (Grant No. JGQN1201). We would like to give our great appreciates to all editors who contributed this research.

References

[23] Xu, J., Ding C., A class of chance constrained multiobjective linear programming with birandom coefficients and its application to vendors selection, International Journal of
Appendix A. Notations in mathematical model

Indices:
- \( i \): activity index, \( i = 0, 1, \ldots, I + 1 \)
- \( j \): mode index, \( j = 1, 2, \ldots, m \) (is the number of possible modes of activity \( i \))
- \( k \): renewable resource type index, \( k = 1, 2, \ldots, K \)
- \( n \): non-renewable resource type index, \( n = 1, 2, \ldots, N \)
- \( t \): period index

Objectives:
- \( T \): total project duration
- \( C \): total cost of the project
- \( Q \): total quality of the project

Certain parameters:
- \( \text{Pre}_i \): set of immediate predecessors of activity \( i \)
- \( c_{i}^{\text{TP}} \): the penalty cost of activity \( i \)
- \( p_{ij} \): processing time of activity \( i \) selected mode \( j \)
- \( p_{ij}^{\text{E}} \): the earliest processing time of activity \( i \) selected mode \( j \)
- \( p_{ij}^{\text{L}} \): the latest processing time of activity \( i \) selected mode \( j \)
- \( q_{i} \): the quality of activity \( i \)
- \( q_{i}^{\text{m}} \): the smallest acceptable quality of activity \( i \)
- \( q_{i}^{\text{M}} \): the best acceptable quality of activity \( i \)
- \( a_{i} \): the weight of the quality of activities \( i \) for the quality \( q_{i} \)
- \( \text{th} \): the weight of the quality of activities \( i \) for the quality \( q_{i} \)
- \( t_{i}^{E} \): expected finish time of activity \( i \)
- \( r_{k}^{M} \): maximum-limited renewable resource \( k \)
- \( r_{n}^{M} \): maximum-limited non-renewable resource \( n \)
- \( t_{i}^{PF} \): early finish time of activity \( i \)
- \( t_{i}^{LF} \): late finish time of activity \( i \)

Bi-random coefficients:
- \( z_{jk} \): renewable resource \( k \) required to execute activity \( i \) using mode \( j \)
- \( z_{ijn} \): non-renewable resource \( n \) required to execute activity \( i \) using mode \( j \)

Decision Variables:
- \( x_{ij} = \begin{cases} 1, & \text{if activity } i \text{ using mode } j \\ 0, & \text{otherwise} \end{cases} \)

Note: \( x_{ij} \) confirms the finish time of the current activity regardless of whether the certain executed mode is scheduled during this certain time or not.
Appendix B. The proof of Theorem 1.

Let \( \tilde{\theta} = \sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} x_{ij} - t_i^M \), then \( \tilde{\theta} \) is a normally distributed random variable with the following expected value and variance (the mean of bi-random variable \( \tilde{r}_{ij} \) is not considered as a random variable temporarily):

\[
E[\tilde{\theta}] = \sum_{i=1}^{l} \sum_{j=1}^{n} \sum_{t=1}^{t_i} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} x_{ij} - t_i^M
\]
\[
D[\tilde{\theta}] = \sum_{i=1}^{l} \sum_{j=1}^{n} \sum_{t=1}^{t_i} \sigma_{ij}^2 \sum_{t=1}^{t_i} (x_{ij})^2
\]

Thus,

\[
\tilde{\theta} - E[\tilde{\theta}] = \frac{\sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} x_{ij} - t_i^M \left[ \sum_{i=1}^{l} \sum_{j=1}^{n} \sum_{t=1}^{t_i} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} x_{ij} - t_i^M \right]}{\sqrt{\sum_{i=1}^{l} \sum_{j=1}^{n} \sum_{t=1}^{t_i} \sigma_{ij}^2 \sum_{t=1}^{t_i} (x_{ij})^2}}
\]

is standardized normally distributed random variable. Since the inequality

\[
\sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} (\omega) \sum_{t=1}^{t_i} x_{ij} \leq t_i^M
\]

is equivalent to

\[
\sum_{i=1}^{l} \sum_{j=1}^{n} \sum_{t=1}^{t_i} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} x_{ij} \leq \sum_{i=1}^{l} \sum_{j=1}^{n} \sum_{t=1}^{t_i} (x_{ij})^2
\]

Let \( \gamma = \frac{\sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} x_{ij} - t_i^M}{\sqrt{\sum_{i=1}^{l} \sum_{j=1}^{n} \sum_{t=1}^{t_i} (x_{ij})^2}} \), we have

\[
\Pr \left\{ \sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} (\omega) \sum_{t=1}^{t_i} x_{ij} \leq t_i^M \right\} \geq \eta
\]
\[
\Leftrightarrow \Pr \left\{ \gamma \leq \eta \right\} \geq \eta
\]
\[
\Leftrightarrow \Phi^{-1}(\eta) \leq \gamma \leq \Phi^{-1}(\eta)
\]
\[
\sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} x_{ij} \leq t_i^M
\]

Now, let \( \tilde{\chi} = \Phi^{-1} \left( \sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} (x_{ij})^2 \right) \), then \( \tilde{\chi} \) is a normally distributed random variable with the following expected value and variance

\[
E[\tilde{\chi}] = \Phi^{-1} \left( \sum_{i=1}^{l} \sum_{j=1}^{n} \sum_{t=1}^{t_i} (x_{ij})^2 \right)
\]
\[
D[\tilde{\chi}] = \sum_{i=1}^{l} \sum_{j=1}^{n} \sum_{t=1}^{t_i} (x_{ij})^2
\]

Let \( M = \Phi^{-1} \left( \sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} (x_{ij})^2 - r_i^M \right) \), and

\[
N = \left( M + \sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} x_{ij} \right) - \left( M + \sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} x_{ij} \right)
\]

is a standardized normally distributed random variable. Then, the inequality

\[
\Phi^{-1} \left( \sum_{i=1}^{l} \sum_{j=1}^{n} \sigma_{ij}^2 \sum_{t=1}^{t_i} (x_{ij})^2 + \sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} x_{ij} \geq r_i^M \right)
\]

\[
\Leftrightarrow \langle M \rangle \geq \frac{- (M + \sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} x_{ij})}{\sqrt{\sum_{i=1}^{l} \sum_{j=1}^{n} \sigma_{ij}^2 \sum_{t=1}^{t_i} (x_{ij})^2}}
\]

Thus,

\[
\Pr \left\{ \omega \in \Omega \mid \Pr \left\{ \sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} (\omega) \sum_{t=1}^{t_i} x_{ij} \leq t_i^M \right\} \geq \eta \right\} \geq \xi
\]
\[
\Pr \left\{ \Phi^{-1}(\eta) \left( \sum_{i=1}^{l} \sum_{j=1}^{n} \sigma_{ij}^2 \sum_{t=1}^{t_i} (x_{ij})^2 + \sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} x_{ij} \geq r_i^M \right) \right\} \geq \xi
\]
\[
\Pr \left\{ \langle M \rangle \geq \frac{- (M + \sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} x_{ij})}{\sqrt{\sum_{i=1}^{l} \sum_{j=1}^{n} \sigma_{ij}^2 \sum_{t=1}^{t_i} (x_{ij})^2}} \right\} \geq \xi
\]
\[
\Pr \left\{ \sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} (\omega) \sum_{t=1}^{t_i} x_{ij} \leq t_i^M \right\} \leq 1 - \xi
\]
\[
\Pr \left\{ \sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} (\omega) \sum_{t=1}^{t_i} x_{ij} \leq t_i^M \right\} \leq 1 - \xi
\]
\[
\sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} (\omega) \sum_{t=1}^{t_i} x_{ij} \leq t_i^M
\]

Similarly, we can get

\[
\Pr \left\{ \omega \in \Omega \mid \Pr \left\{ \sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} (\omega) \sum_{t=1}^{t_i} x_{ij} \leq t_i^M \right\} \geq \rho \right\} \geq \epsilon
\]
\[
\Pr \left\{ \Phi^{-1}(\rho) \left( \sum_{i=1}^{l} \sum_{j=1}^{n} \sigma_{ij}^2 \sum_{t=1}^{t_i} (x_{ij})^2 + \sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} \sum_{t=1}^{t_i} x_{ij} \geq r_i^M \right) \right\} \geq \epsilon
\]
\[
\sum_{i=1}^{l} \sum_{j=1}^{n} \tilde{\theta}_{ij} (\omega) \sum_{t=1}^{t_i} x_{ij} \geq t_i^M
\]

The proof of Theorem 1 is completed. □

Appendix C. Notations in PSO

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau )</td>
<td>iteration index, ( \tau = 1, \ldots, T )</td>
</tr>
<tr>
<td>( l )</td>
<td>particle index, ( l = 1, \ldots, T )</td>
</tr>
<tr>
<td>( d )</td>
<td>dimension index, ( d = 1, \ldots, m_i(t_{LF} - t_{LF} + 1) )</td>
</tr>
<tr>
<td>( i )</td>
<td>index of activity, ( i = 0, 1, \ldots, l - 1 )</td>
</tr>
<tr>
<td>( j )</td>
<td>index of mode, ( j = 1, \ldots, m_i )</td>
</tr>
<tr>
<td>( r_{i1}, r_{i2} )</td>
<td>uniform distributed random number within ([0, 1])</td>
</tr>
<tr>
<td>( w(\tau) )</td>
<td>inertia weight in the ( \tau ) iteration</td>
</tr>
<tr>
<td>( v_{\chi i}(\tau) )</td>
<td>velocity of the ( i )th activity of the ( l )th particle at the ( \tau )th iteration</td>
</tr>
<tr>
<td>( p_{\chi i}(\tau) )</td>
<td>Position of the ( \chi )th activity of the ( i )th particle at the ( \tau )th iteration</td>
</tr>
<tr>
<td>( P_{\chi i}^{best} )</td>
<td>best personal best position of the ( \chi )th activity of the ( i )th particle at the ( \tau )th dimension</td>
</tr>
</tbody>
</table>
Appendix D. Resource with bi-random coefficients

The first renewable resource Manpower:

- $g_{id}^{best}$ global best position of the $i$th activity at the $d$th dimension
- $c_p$ personal best position acceleration constant
- $c_g$ global best position acceleration constant
- $V_{i}^{j}(t)$ vector velocity of the $i$th activity of the $l$th particle in the $j$th iteration
- $P_{i}^{j}(t)$ vector position of the $i$th activity of the $l$th particle in the $j$th iteration
- $P_{i}^{best}$ vector personal best position of the $i$th activity of the $l$th particle,
- $G_{i}^{best}$ vector global best position of the $i$th activity,
- $Fitness(P_{i}^{j}(t))$ Fitness value of $P_{i}^{j}(t)$

The second renewable resource Equipment:

The final nonrenewable resource Materials:

The second renewable resource Equipment: